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#### Abstract

A novel method for the convex underestimation of univariate functions is presented in this paper. The method is based on a piecewise application of the well-known $\alpha \mathrm{BB}$ underestimator, which produces an overall underestimator that is piecewise convex. Subsequently, two algorithms are used to identify the linear segments needed for the construction of its $\mathcal{C}^{1}$-continuous convex envelope, which is itself a valid convex underestimator of the original function. The resulting convex underestimators are very tight, and their tightness benefits from finer partitioning of the initial domain. It is theoretically proven that there is always some finite level of partitioning for which the method yields the convex envelope of the function of interest. The method was applied on a set of univariate test functions previously presented in the literature, and the results indicate that the method produces convex underestimators of high quality in terms of both lower bound and tightness over the whole domain under consideration.
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## 1 Introduction

Due to recent theoretical and algorithmic advances, global optimization has found an increased number of applications across many branches of engineering and science. For instance, complex problems, like the ones arising in refinery pooling (Meyer and Floudas 2006), azeotropic distillation (Maranas et al. 1996; Harding et al. 1997) and phase and chemical equilibrium (McDonald and Floudas 1994, 1995, 1997), have all been tackled by global optimization approaches. Furthermore, many interesting mathematical problems (e.g., enclosure of all solutions of systems of nonlinear equations (Maranas and Floudas 1995), parameter estimation in nonlinear algebraic models (Esposito and Floudas 1998), bilevel programming problems (Gümüş and Floudas 2001)) can be expressed with global

[^0]optimization formulations, something that expands the applicability of the relevant results. The publications by Sherali and Adams (1999), Floudas (2000), Horst and Tuy (2003), Horst et al. (2000), Tawarmalani and Sahinidis (2002a) and Floudas and Pardalos (1995, 2003), as well as the recent review papers by Floudas (2005) and Floudas et al. (2005), provide thorough insight on the current status of the field from both the theoretical and application perspective.

In their effort to locate the global solution, deterministic global optimization algorithms, like the $\alpha$ BB (Maranas and Floudas 1994; Androulakis et al. 1995; Adjiman et al. 1998a,b), employ a branch and bound framework. During this process, convex underestimation techniques are used to formulate relaxed convex problems that can be solved to optimality with the use of local solvers, thus providing valid lower bounds for the original problem. The tightness of the underestimators used is of fundamental importance for the computational performance of these algorithms, since a tighter relaxation can lead to faster fathoming and less nodes of the branch and bound tree to be visited (Floudas 2000).

As a consequence, a lot of research effort has been focused on finding tight convex underestimators, particularly for functions of some special structure. From the pioneering work of McCormick (1976) and Al-Khayyal and Falk (1983) who introduced the convex and concave envelope of the bilinear term, up to more recent results on the trilinear envelope (Meyer and Floudas 2003, 2004), a multitude of underestimators has been proposed in the literature. These include results on univariate monomials of odd degree (Liberti and Pantelides 2003), multilinear functions (Ryoo and Sahinidis 2001), fractional (Maranas and Floudas 1995; Tawarmalani and Sahinidis 2001, 2002b) and trigonometric terms (Caratzoulas and Floudas 2005).

In the case of arbitrary nonconvex functions that do not exhibit an exploitable mathematical structure, the $\alpha$ BB general underestimator (Androulakis et al. 1995; Adjiman and Floudas 1996) can be used:

$$
\begin{equation*}
L(x)=f(x)-\sum_{v=1}^{V} \alpha_{v}\left(x_{v}-x_{v}^{L}\right)\left(x_{v}^{U}-x_{v}\right) \tag{1}
\end{equation*}
$$

Originally introduced in the work of Maranas and Floudas (1994), this underestimator derives from the function by subtracting a positive quadratic ( $\alpha_{v} \geq 0 \forall v$ ). Given sufficiently large values of the $\alpha_{v}$ parameters, all nonconvexities in the original function $f(x)$ can be overpowered, resulting into a convex underestimator $L(x)$ that is valid for the entire domain $\left[x^{L}, x^{U}\right]$. A number of rigorous methods have been devised in order to select appropriate values for these parameters (Adjiman et al. 1998a; Hertz et al. 1999). Extensive computational testing of the algorithm (Adjiman et al. 1998b) showed that the most efficient of those methods is the one based on the scaled Gherschgorin theorem. According to this method, it suffices to select:

$$
\begin{equation*}
\alpha_{v}=\max \left\{0,-\frac{1}{2}\left(\underline{h_{v v}}-\sum_{\substack{u=1 \\ u \neq v}}^{V} \max \left\{\left|\underline{h_{v u}}\right|,\left|\overline{h_{v u}}\right|\right\} \frac{\left(x_{u}^{U}-x_{u}^{L}\right)}{\left(x_{v}^{U}-x_{v}^{L}\right)}\right)\right\} \tag{2}
\end{equation*}
$$

where $\underline{h_{v u}}$ and $\overline{h_{v u}}$ are lower and upper bounds of $\partial^{2} f / \partial x_{v} x_{u}$ that can be calculated by interval analysis.

One could alternatively use a new class of general purpose convex underestimators that has been developed by Akrotirianakis and Floudas (2004a,b). These underestimators are derived in a similar fashion, by subtracting an exponential term from the original function, that is:

$$
\begin{equation*}
L_{1}(x)=f(x)-\sum_{v=1}^{V}\left(1-e^{\gamma_{v}\left(x_{v}-x_{v}^{L}\right)}\right)\left(1-e^{\gamma_{v}\left(x_{v}^{U}-x_{v}\right)}\right) \tag{3}
\end{equation*}
$$

An iterative systematic procedure is used to determine the values of the $\gamma_{v}$ parameters so as the underestimating function to be convex. The procedure ensures also that the resulting underestimator $L_{1}(x)$ is tighter than $L(x)$, the one that results from the original method. Floudas and Kreinovich (2007a,b) have in fact shown that these two functional forms (original quadratic and exponential) are the only optimal ones, since they are the only ones to be shift-, sign- and scale-invariant.

Maranas and Floudas (1994) showed that the maximum separation distance between the original function $f(x)$ and the underestimator $L(x)$ of Eq. 1 is a quadratic function of interval length. Because of this, as well as because of potentially less overestimation in the interval extension of the Hessian matrix elements $h_{v u}$, the underestimator would become tighter with shrinkage of the domain under consideration. This was firstly exploited in the work of Meyer and Floudas (2005), where a piecewise approach was utilized. The method proposed partitioning of the domain into many subdomains and construction of the corresponding $\alpha \mathrm{BB}$ underestimator for each one of them. These underestimators, although not valid for the entire domain, are much tighter in their respective subdomains. A linear term is subsequently added to each one of these underestimators and is selected in such a way, so that the combination of all these convex pieces results into an overall convex underestimator that is continuous and smooth ( $\mathcal{C}^{1}$-continuity).

In the proposed approach, we construct these $\alpha \mathrm{BB}$ underestimators, but, instead of adding linear terms, we identify those supporting line segments that have to be combined with convex parts of the original underestimators so as to form a $\mathcal{C}^{1}$-continuous convex underestimator that is valid for the overall domain under consideration. One can also consider only the lines corresponding to these linear segments, thus coming up with a piecewise linear underestimator that can easily be incorporated in the NLP relaxation as a set of linear constraints.

The method is presented in detail for the case of univariate functions, where it can be directly applied. Theoretical and algorithmic extensions of the method for application on multivariate functions have also been developed, but these will be discussed in a subsequent paper (Gounaris and Floudas 2008).

## 2 Theoretical results

Let $f(x)$ be a univariate function that needs to be underestimated in $D=\left[x^{L}, x^{U}\right]$. We select an integer $N>1$ and partition the complete domain in $N$ segments of equal length. Thus, the $i$ th subdomain would be defined as $D_{i}=\left[x^{i-1}, x^{i}\right]$, where: $x^{i}=x^{L}+\frac{i}{N}\left(x^{U}-x^{L}\right)$, $i=0,1, \ldots, N$.

For every subdomain $D_{i}, i=1,2, \ldots, N$, we construct the corresponding $\alpha \mathrm{BB}$ underestimator:

$$
\begin{align*}
P_{i}(x) & =f(x)-\alpha^{i}\left(x-x^{i-1}\right)\left(x^{i}-x\right) \\
\alpha^{i} & =\max \left\{0,-\frac{1}{2} \underline{f}_{\left(D_{i}\right)}^{\prime \prime}\right\} \tag{4}
\end{align*}
$$

where ${\underline{f^{\prime \prime}}}_{\left(D_{i}\right)}$ is a lower bound of the second derivative that is valid for the entire subdomain $D_{i}$. Note that although an underestimator $P_{i}(x)$ can be defined outside its respective subdomain, its convexity is only guaranteed for $x \in\left[x^{i-1}, x^{i}\right]$.



Fig. 1 Function $f(x)$ and underestimators $U(x)$ and $V(x)$

We define $P(x), x \in\left[x^{L}, x^{U}\right]$ to be the following piecewise function:

$$
\begin{equation*}
P(x)=P_{i}(x), \quad \text { if } x^{i-1} \leq x \leq x^{i} \tag{5}
\end{equation*}
$$

This function is a piecewise convex valid underestimator of $f(x)$. Since it is not convex, a convexification technique has to be employed. Our proposed technique involves the identification of those supporting line segments that are required for an overall understimator $U(x)$ (depicted in Fig. 1). The technique is based on two algorithms, called "inner" and "outer", which are described in detail in the subsequent sections.

The underestimator $U(x)$ consists of the identified linear parts, as well as convex parts of the underestimators $P_{i}(x)$, therefore it is a $\mathcal{C}^{1}$-continuous branched function. This might pose some computational complications if the lower bounding (relaxation) problem is to be solved by local optimization solvers that require $\mathcal{C}^{2}$-continuity. In order to avoid this problem, one can take into account only the lines that correspond to the line segments. According to this alternative, we first identify the linear segments needed for the construction of underestimator $U(x)$, but we consider those as lines defined in $\left[x^{L}, x^{U}\right]$. Let there be $K$ such lines denoted as $T_{k}(x), k=1,2, \ldots, K$ and arranged in order of ascending slope. If applicable, this set can be augmented with lines that are tangential to $P_{1}$ and $P_{N}$ at the respective domain edges $x^{L}$ and $x^{U}$, according to the following two rules:

$$
\begin{aligned}
& \text { if }\left.\frac{d P_{0}}{d x}\right|_{x^{L}}<\operatorname{slope}\left(T_{1}\right) \text { then add } T_{0}(x)=P_{0}\left(x^{L}\right)+\left.\frac{d P_{0}}{d x}\right|_{x^{L}}\left(x-x^{L}\right) \\
& \text { if }\left.\frac{d P_{N}}{d x}\right|_{x^{U}}>\operatorname{slope}\left(T_{K}\right) \text { then add } T_{K+1}(x)=P_{N}\left(x^{U}\right)+\left.\frac{d P_{N}}{d x}\right|_{x^{U}}\left(x-x^{U}\right)
\end{aligned}
$$

Note that these two tangents can be included in the set also in the case where $K=0$, something that would have occurred if function $f(x)$ was already convex. This corresponds to a possible linearization of a convex function.

Each of these lines $T_{k}$ is a valid underestimator of function $f(x)$ across the whole domain. We define the function $V(x)$ to be the pointwise maximum of all these lines. $V(x)$ is convex, since it is the pointwise maximum of linear functions and it is obviously an underestimator, since it consists of pieces of other underestimators. The underestimator $V(x)$ is also shown in Fig. 1. At the expense of some tightness (in the regions where underestimator $U(x)$ consisted


Fig. 2 Examples of supporting line segments
of convex parts), we now have a piecewise linear underestimator $V(x)$ that can be incorporated in the relaxation as a set of linear constraints. The whole lower bounding problem can now be formulated as a linear programming problem (LP).

### 2.1 Inner algorithm

Given two convex underestimators $P_{n}$ and $P_{m}$, such that $n<m$, the objective of the "inner" algorithm is to identify the supporting line segment that underestimates both pieces in their respective subdomains $\left[x^{n-1}, x^{n}\right]$ and $\left[x^{m-1}, x^{m}\right]$.

This line segment can be completely defined by a point $\left\{x^{(n)}, P_{n}\left(x^{(n)}\right)\right\}$ on the $n$th piece, and a point $\left\{x^{(m)}, P_{m}\left(x^{(m)}\right)\right\}$ on the $m$ th. Note that it can be tangential to both convex pieces, tangential to only one of them, or not tangential to any of the two pieces. Examples of these cases are shown in Fig. 2. The inner algorithm should therefore constitute a procedure that would identify the applicable case and would robustly calculate these two points $x^{(n)}$ and $x^{(m)}$. The line corresponding to the line segment would then be:

$$
\begin{equation*}
T(x)=P_{n}\left(x^{(n)}\right)+\frac{P_{m}\left(x^{(m)}\right)-P_{n}\left(x^{(n)}\right)}{x^{(m)}-x^{(n)}}\left(x-x^{(n)}\right) \tag{6}
\end{equation*}
$$

In the case where $x^{(n)}=x^{(m)}$ (that would simultaneously require $x^{(n)}=x^{n}, x^{(m)}=$ $x^{m-1}$ and $m=n+1$ ), the applicable line could be defined as:

$$
\begin{equation*}
T(x)=P_{n}\left(x^{(n)}\right)+\left.\frac{d P_{n}}{d x}\right|_{x^{(n)}}\left(x-x^{(n)}\right) \tag{7}
\end{equation*}
$$

that corresponds to the common tangent at the joint of the two consecutive convex pieces. Because of this, the underestimator $V(x)$ of an originally convex function $f(x)$ would correspond to a collection of tangential supports at the points where the domain has been partitioned.

Let us define a number of points:

- Points $x^{I} \in\left[x^{n-1}, x^{n}\right]$ and $x^{I I} \in\left[x^{m-1}, x^{m}\right]$ : These points correspond to the case where the line $T$ is tangent to both pieces (Fig. 2a). Point $x^{I}$ corresponds to piece $n$ and point $x^{I I}$ corresponds to piece $m$. They can be obtained by solving the following system of nonlinear equations:

$$
\begin{gather*}
\left.\frac{d P_{n}}{d x}\right|_{x^{I}}\left(x^{I I}-x^{I}\right)+P_{n}\left(x^{I}\right)-P_{m}\left(x^{I I}\right)=0  \tag{8}\\
\left.\frac{d P_{m}}{d x}\right|_{x^{I I}}\left(x^{I I}-x^{I}\right)+P_{n}\left(x^{I}\right)-P_{m}\left(x^{I I}\right)=0
\end{gather*}
$$

- Point $x^{I^{\prime}} \in\left[x^{n-1}, x^{n}\right]$ : This point corresponds to the case where the line $T$ is tangent to only piece $n$ (similar to Fig. 2b). Point $x^{(m)}$ is fixed at either of the two subdomain
edges of piece $m$. Point $x^{I^{\prime}}$ can be obtained from the solution of the following nonlinear equation:

$$
\begin{equation*}
\left.\frac{d P_{n}}{d x}\right|_{x^{I^{\prime}}}\left(x^{f i x}-x^{I^{\prime}}\right)+P_{n}\left(x^{I^{\prime}}\right)-P_{m}\left(x^{f i x}\right)=0 \tag{9}
\end{equation*}
$$

where: $x^{f i x}=x^{m-1}$ or $x^{m}$

- Point $x^{I I^{\prime}} \in\left[x^{m-1}, x^{m}\right]$ : This point corresponds to the case where the line $T$ is tangent to only piece $m$ (Fig. 2b). Point $x^{(n)}$ is fixed at either of the two subdomain edges of piece $n$. Point $x^{I I^{\prime}}$ can be obtained from the solution of the following nonlinear equation:

$$
\begin{equation*}
\left.\frac{d P_{m}}{d x}\right|_{x^{I I^{\prime}}}\left(x^{f i x}-x^{I I^{\prime}}\right)+P_{m}\left(x^{I I^{\prime}}\right)-P_{n}\left(x^{f i x}\right)=0 \tag{10}
\end{equation*}
$$

where: $x^{f i x}=x^{n-1}$ or $x^{n}$

- Points $x^{o 1} \in\left[x^{m-1}, x^{m}\right]$ and $x^{o 2} \in\left[x^{m-1}, x^{m}\right]$ : These points are points of piece $m$, where their slope is equal to the slope of piece $n$ at $x=x^{n-1}$ and $x=x^{n}$ respectively. They can be obtained from the solution of the following nonlinear equations:

$$
\begin{align*}
& \left.\frac{d P_{m}}{d x}\right|_{x^{o 1}}-\left.\frac{d P_{n}}{d x}\right|_{x^{n-1}}=0  \tag{11}\\
& \left.\frac{d P_{m}}{d x}\right|_{x^{o 2}}-\left.\frac{d P_{n}}{d x}\right|_{x^{n}}=0 \tag{12}
\end{align*}
$$

- Points $x^{03} \in\left[x^{n-1}, x^{n}\right]$ and $x^{o 4} \in\left[x^{n-1}, x^{n}\right]$ : These points are points of piece $n$, where their slope is equal to the slope of piece $m$ at $x=x^{m-1}$ and $x=x^{m}$ respectively. They can be obtained from the solution of the following nonlinear equations:

$$
\begin{align*}
& \left.\frac{d P_{n}}{d x}\right|_{x^{o 3}}-\left.\frac{d P_{m}}{d x}\right|_{x^{m-1}}=0  \tag{13}\\
& \left.\frac{d P_{n}}{d x}\right|_{x^{04}}-\left.\frac{d P_{m}}{d x}\right|_{x^{m}}=0 \tag{14}
\end{align*}
$$

Let us also define the following slopes:

$$
\begin{array}{ll}
\left(Q_{1}\right)=\left.\frac{d P_{n}}{d x}\right|_{x^{n-1}}\left(Q_{2}\right)=\left.\frac{d P_{n}}{d x}\right|_{x^{n}} \quad\left(Q_{3}\right)=\left.\frac{d P_{m}}{d x}\right|_{x^{m-1}} \quad\left(Q_{4}\right)=\left.\frac{d P_{m}}{d x}\right|_{x^{m}} \\
\left(O_{1}\right)=\frac{P_{m}\left(x^{o 1}\right)-P_{n}\left(x^{n-1}\right)}{x^{o 1}-x^{n-1}} & (R)=\frac{P_{m}\left(x^{m}\right)-P_{n}\left(x^{n}\right)}{x^{m}-x^{n}} \\
\left(O_{2}\right)=\frac{P_{m}\left(x^{o 2}\right)-P_{n}\left(x^{n}\right)}{x^{o 2}-x^{n}} & (L)=\frac{P_{m}\left(x^{m-1}\right)-P_{n}\left(x^{n-1}\right)}{x^{m-1}-x^{n-1}} \\
\left(O_{3}\right)=\frac{P_{m}\left(x^{m-1}\right)-P_{n}\left(x^{o 3}\right)}{x^{m-1}-x^{o 3}} & (E)=\frac{P_{m}\left(x^{m}\right)-P_{n}\left(x^{n-1}\right)}{x^{m}-x^{n-1}} \\
\left(O_{4}\right)=\frac{P_{m}\left(x^{m}\right)-P_{n}\left(x^{o 4}\right)}{x^{m}-x^{o 4}} & (I)=\frac{P_{m}\left(x^{m-1}\right)-P_{n}\left(x^{n}\right)}{x^{m-1}-x^{n}}(\text { if } m \neq n+1) \\
& (I)=\frac{\left.\frac{d P_{n}}{d x}\right|_{x^{n}}+\left.\frac{d P_{m}}{d x}\right|_{x^{m-1}}}{2} \quad(\text { if } m=n+1)
\end{array}
$$

Due to convexity of the pieces, it always holds that $\left(Q_{1}\right) \leq\left(Q_{2}\right)$ and $\left(Q_{3}\right) \leq\left(Q_{4}\right)$. Every possible value combination of these four slopes can be described with one and only one of the following six cases:

$$
\begin{array}{ll}
\text { Case } A:\left(Q_{1}\right) \leq\left(Q_{2}\right) \leq\left(Q_{3}\right) \leq\left(Q_{4}\right) & \text { Case } D:\left(Q_{3}\right)<\left(Q_{1}\right) \leq\left(Q_{2}\right) \leq\left(Q_{4}\right) \\
\text { Case } B:\left(Q_{1}\right) \leq\left(Q_{3}\right)<\left(Q_{2}\right) \leq\left(Q_{4}\right) & \text { Case } E:\left(Q_{3}\right)<\left(Q_{1}\right) \leq\left(Q_{4}\right)<\left(Q_{2}\right) \\
\text { Case } C:\left(Q_{1}\right) \leq\left(Q_{3}\right) \leq\left(Q_{4}\right)<\left(Q_{2}\right) & \text { Case } F:\left(Q_{3}\right) \leq\left(Q_{4}\right)<\left(Q_{1}\right) \leq\left(Q_{2}\right)
\end{array}
$$

Depending on which case applies, the procedure would be as follows:

## Case A:

| if | $(R)>\left(Q_{4}\right)$, then $\operatorname{return}\left(x^{n}, x^{m}\right)$ | if | $(R) \geq\left(Q_{4}\right)$, then $\operatorname{return}\left(x^{n}, x^{m}\right)$ |
| :--- | :--- | :--- | :--- |
| elseif | $(I)>\left(Q_{3}\right)$, then $\operatorname{return}\left(x^{n}, x^{I I^{\prime}}\right)$ | elseif | $\left(O_{2}\right)>\left(Q_{2}\right)$, then $\operatorname{return}\left(x^{n}, x^{I I^{\prime}}\right)$ |
| elseif | $(I) \geq\left(Q_{2}\right)$, then $\operatorname{return}\left(x^{n}, x^{m-1}\right)$ | elseif | $\left(O_{3}\right) \geq\left(Q_{3}\right)$, then $\operatorname{return}\left(x^{I}, x^{I I}\right)$ |
| elseif | $(L)>\left(Q_{1}\right)$, then $\operatorname{return}\left(x^{I^{\prime}}, x^{m-1}\right)$ | elseif | $(L)>\left(Q_{1}\right)$, then $\operatorname{return}\left(x^{I^{\prime}}, x^{m-1}\right)$ |
| else | $\operatorname{return}\left(x^{n-1}, x^{m-1}\right)$ else | $\operatorname{return}\left(x^{n-1}, x^{m-1}\right)$ |  |

Case C:

| if | $(R) \geq\left(Q_{2}\right)$, then $\operatorname{return}\left(x^{n}, x^{m}\right)$ | if | $(R) \geq\left(Q_{4}\right)$, then $\operatorname{return}\left(x^{n}, x^{m}\right)$ |
| :--- | :--- | :--- | :--- |
| elseif | $\left(O_{4}\right)>\left(Q_{4}\right)$, then $\operatorname{return}\left(x^{I^{\prime}}, x^{m}\right)$ | elseif | $\left(O_{2}\right)>\left(Q_{2}\right)$, then $\operatorname{return}\left(x^{n}, x^{I I^{\prime}}\right)$ |
| elseif | $\left(O_{3}\right) \geq\left(Q_{3}\right)$, then $\operatorname{return}\left(x^{I}, x^{I I}\right)$ | elseif | $\left(O_{1}\right) \geq\left(Q_{1}\right)$, then $\operatorname{return}\left(x^{I}, x^{I I}\right)$ |
| elseif | $(L)>\left(Q_{1}\right), \quad$ then $\operatorname{return}\left(x^{n-1}, x^{I I^{\prime}}\right)$ elseif | $(L)>\left(Q_{3}\right)$, then $\operatorname{return}\left(x^{n-1}, x^{I I^{\prime}}\right)$ |  |
| else | $\operatorname{return}\left(x^{n-1}, x^{m-1}\right)$ else | $\operatorname{return}\left(x^{n-1}, x^{m-1}\right)$ |  |

Case E:
if $\quad(R) \geq\left(Q_{2}\right), \quad$ then $\operatorname{return}\left(x^{n}, x^{m}\right)$
elseif $\quad\left(O_{4}\right)>\left(Q_{4}\right)$, then return $\left(x^{I^{\prime}}, x^{m}\right)$
elseif $\quad\left(O_{1}\right) \geq\left(Q_{1}\right)$, then $\operatorname{return}\left(x^{I}, x^{I I}\right)$
elseif $\quad(L)>\left(Q_{3}\right)$, then $\operatorname{return}\left(x^{n-1}, x^{I I^{\prime}}\right)$ elseif
else $\operatorname{return}\left(x^{n-1}, x^{m-1}\right)$ else

Case F:
if $\quad(R) \geq\left(Q_{2}\right)$, then $\operatorname{return}\left(x^{n}, x^{m}\right)$
elseif $\quad(E)>\left(Q_{1}\right)$, then $\operatorname{return}\left(x^{I^{\prime}}, x^{m}\right)$
elseif $(E) \geq\left(Q_{4}\right)$, then $\operatorname{return}\left(x^{n-1}, x^{m}\right)$
$(L)>\left(Q_{3}\right)$, then $\operatorname{return}\left(x^{n-1}, x^{I I^{\prime}}\right)$
$\operatorname{return}\left(x^{n-1}, x^{m-1}\right)$

Note that these sequences of slope comparisons ensure that a solution of Eqs. 8-14 will be required only when its existness and uniqueness within the respective subdomains is guaranteed. Therefore, utilization of local techniques, such as Newton-Raphson, would suffice in locating the appropriate solution of these nonlinear equations.

## Illustrative example

As an illustration, let us consider the example of Fig. 3. For this particular case, we have: $\left(Q_{1}\right)=-2.00,\left(Q_{2}\right)=+0.20,\left(Q_{3}\right)=+0.25$ and $\left(Q_{4}\right)=+1.00$. Therefore, Case $A$ applies. We compute: $(R)=+0.14$. The first comparison is false so we move on to compute: $(I)=-0.34$. The second and third comparisons also fail, and we compute $(L)=-0.67$. The fourth comparison holds true, that is: $(L)>\left(Q_{1}\right)$, therefore the algorithm returns the result that the supporting line segment should be tangential to the $n t h$ piece at $x^{(n)}=x^{I^{\prime}}$, to be identified by solving Eq. 9, while its other end should be fixed at $x^{(m)}=x^{m-1}$. The resulting line is shown in Fig. 3. Note that it is guaranteed that point $x^{I^{\prime}}$ exists and that it is unique.

### 2.2 Outer algorithm

Given a piecewise convex underestimator $P(x)$ consisting of a set of sequential convex pieces $P_{i}(x), i=1,2, \ldots, N$, the objective of the "outer" algorithm is to identify those supporting line segments (or lines) that participate in the overall underestimator $U(x)$ (or $V(x)$ ).



Fig. 3 Illustrative example for "inner" algorithm

Having established the capability of identifying supporting line segments (or lines) for a given pair of convex pieces $n$ and $m$ ("inner" algorithm), the "outer" algorithm will make appropriate calls to this procedure and will use the returning results to identify which of those line segments should be taken into account when constructing an overall convex underestimator.

The algorithm is an inductive incremental procedure that mimics the Graham-Scan algorithm for the computation of the convex hull of a set of points (O'Rourke 1998). It can be summarized with the following pseudo-code:

```
\(K=0, n_{1}=1, m=2\)
\(\left(\delta_{1}\right):\) while \(\left(n_{K+1} \neq N\right)\{\)
\(\left(\delta_{2}\right): \quad T_{c}=\operatorname{INNER}\left(n_{K+1}, m\right)\)
    if \((K=0)\) or \(\left(\operatorname{slope}\left(T_{c}\right)>\operatorname{slope}\left(T_{K}\right)\right)\{\)
        \(K=K+1, T_{K}=T_{c}, n_{K+1}=m, m=m+1\), goto \(\left(\delta_{1}\right)\)
```

    else
        \(T_{K}=\) void, \(K=K-1\), goto \(\left(\delta_{2}\right)\)
    \}
    \}

Note that the algorithm does not require that the pieces are connected, that is: $P_{i-1}\left(x^{i}\right)=$ $P_{i}\left(x^{i}\right)$. However, this holds true for every $i=1,2, \ldots, N$ since the underestimator $P(x)$ is continuous (for univariate functions).

## Illustrative example

Consider the example of Fig. 4. In this particular example, we have partitioned the domain $\left[x^{L}, x^{U}\right]=\left[x^{0}, x^{5}\right]$ into $N=5$ subdomains, each with length $\Delta x=\frac{x^{U}-x^{L}}{5}$, and we have constructed the depicted underestimators $P_{i}, i \in\{1,2,3,4,5\}$ according to Eq. 4. The algorithm will examine the set of these underestimators in increasing index $i$, and will perform a sequence of calls to the "inner" algorithm, each time providing a different pair of these pieces as arguments. We start with an empty stack of linear segments. In the first iteration, the algorithm constructs the linear segment $T_{c}=T_{12}=\operatorname{INNER}(1,2)$, which is accepted


Fig. 4 Illustrative example for "outer" algorithm
in the stack since it is the only one so far $(K=0)$. In the second iteration, the algorithm constructs the linear segment $T_{c}=T_{23}=\operatorname{INNER}(2,3)$, which is also accepted because $\operatorname{slope}\left(T_{23}\right)>\operatorname{slope}\left(T_{12}\right)$. In the next iteration, linear segment $T_{c}=T_{34}$ is constructed, but not accepted because the slope criterion fails, that is $\operatorname{slope}\left(T_{34}\right) \leq \operatorname{slope}\left(T_{23}\right)$. Furthermore, $T_{23}$ is removed from the stack and the algorithm takes a step backwards to consider piece $P_{2}$ once more. $T_{c}=T_{24}$ is constructed and its slope compared with the slope of the top (and currently only one) member of the stack, $T_{12}$. The slope criterion, $\operatorname{slope}\left(T_{24}\right)>\operatorname{slope}\left(T_{12}\right)$, holds true and $T_{24}$ is accepted in the stack. In the next (and last) iteration, $T_{45}$ is constructed and accepted in the stack as well, since $\operatorname{slope}\left(T_{45}\right)>\operatorname{slope}\left(T_{24}\right)$. Now that the last piece, $P_{5}$, has been visited, the loop exits and the algorithm terminates. The final instance of the stack is $T=\left\{T_{12}, T_{24}, T_{45}\right\}$, which constitutes the set of linear segments that are required for the construction of an overall convex underestimator $U(x)$.

## 3 Tightness of proposed underestimator

It is apparent that as the level of partitioning increases, the underestimator $P(x)$ comes closer to the function, and therefore convex underestimator $U(x)$ approaches the convex envelope of $f(x)$. In fact, for any function, there will be a finite level of partitioning that suffices for this to happen. Before we provide a rigorous proof to this, we will first present-without proof-a number of relevant lemmas. Their proofs can be found online at http://titan.princeton.edu/.

Lemma 1 If domain $D_{j}$ is a subset of domain $D_{i}$, its corresponding parameter $\alpha^{j}$ is less or equal than $\alpha^{i}$, that is:

$$
\begin{equation*}
D_{j} \subseteq D_{i} \Rightarrow \alpha^{j} \leq \alpha^{i} \tag{15}
\end{equation*}
$$

Lemma 2 Let $x \in\left[x^{L}, x^{U}\right]$ be a domain of interest and $D_{i}, i=1,2, \ldots, N$ be the subdomains that result from its partition into $N$ pieces. Every subdomain $D_{j}^{\prime}, j=1,2, \ldots, N^{\prime}$, that results from a partitioning of $\left[x^{L}, x^{U}\right]$ in $N^{\prime}=s N, s \in\{1,2, \ldots\}$ pieces, is a subset of some original subdomain $D_{i}$, that is:

$$
\begin{equation*}
N^{\prime}=s N \Rightarrow \ni i_{j}: D_{j}^{\prime} \subseteq D_{i_{j}} \quad \forall j \tag{16}
\end{equation*}
$$

Lemma 3 Let $\tilde{x_{k}}, k=1,2, \ldots, K$ be a set of regular numbers, such that $x^{L}<\tilde{x}_{k}<x^{U} \forall k$, that constitute the coordinates of a set of points in the domain $\left(x^{L}, x^{U}\right)$. There is some level
of uniform partitioning, $N_{c}$, of domain $\left[x^{L}, x^{U}\right]$, for which every such point coincides with a border between two adjacent subdomains.

It is important to point out that, in principle, the coordinates of the points of interest, $\tilde{x}_{k}$, may not be regular numbers. However, the regularity assumption made in Lemma 3 should not be considered limiting in their selection. Every non-regular number is always $\epsilon$-close to a regular number, with this $\epsilon$ being arbitrarily small. So, instead of the points of interest, one can use their closest regular numbers without any significant errors in the computations. In any case, these computations are typically taking place under a precision limitation that is imposed by a floating point implementation.

Lemma 4 Let $\phi^{(f)}(x)$ denote the convex envelope of function $f(x)$, that is the tightest possible convex underestimator of this function across a given domain $D$, and let $f_{1}(x)$ and $f_{2}(x)$ be two functions defined in this domain. The following holds:

$$
\begin{equation*}
\phi^{\left(f_{1}\right)}(x) \leq f_{2}(x) \leq f_{1}(x) \quad \forall x \in D \Rightarrow \phi^{\left(f_{1}\right)}(x)=\phi^{\left(f_{2}\right)}(x) \quad \forall x \in D \tag{17}
\end{equation*}
$$

Lemma 5 Let $f(x)$ be a strictly concave function defined in $\left[x^{\alpha}, x^{\beta}\right]$ and let $D_{i}, i=$ $1,2, \ldots, s N$ be the subdomains that result from its partition into $s N$ pieces. There is some finite integer $s, s \geq 1$, for which the underestimator $P(x)$ is above the convex envelope of $f(x)$, that is:

$$
\begin{gather*}
\phi^{(f)}(x) \leq P(x) \quad \forall x \in\left[x^{\alpha}, x^{\beta}\right] \Leftrightarrow \phi^{(f)}(x) \leq P_{i}(x) \quad \forall x \in D_{i} \quad \forall i \\
\text { where: } P_{i}(x)=f(x)-\alpha^{i}\left(x-x^{i-1}\right)\left(x^{i}-x\right), i=1,2, \ldots, s N \tag{18}
\end{gather*}
$$

Let us now apply the preceding lemmas in order to prove the following theorem:
Theorem 1 There is some finite partitioning level $N$, for which the convex underestimator $U(x)$ is the convex envelope of function $f(x)$.

Proof Every $\mathcal{C}^{2}$-continuous univariate function consists of convex (possibly containing linear) and strictly concave segments in an alternating sequence. Let the points of interest $\tilde{x_{k}}$ be the points at which the second derivative switches between non-negative (convex) and strictly negative (strictly concave) values. According to Lemma 3, there is a partitioning level $N_{c}$ for which we have a domain change at every one of these points. Thus, the subdomains produced in this manner belong fully to either a convex or a strictly concave part of function $f$ and, because of Lemma 2, the same will hold if we partition into $N_{c}^{\prime}=s N_{c}, s \in \mathbb{N}^{*}$ subdomains as well.

For each subdomain $D_{i}$ that corresponds to a convex part, we have $\alpha^{i}=0$ and $P_{i}(x)=$ $f(x) \forall x \in D_{i}$. Therefore, since (by definition) $\phi^{(f)} \leq f$, we also have $\phi^{(f)}(x) \leq P_{i}(x) \forall x \in$ $D_{i}$. For each subdomain $D_{i}$ that corresponds to a strictly concave part, Lemma 5 dictates that there is some finite partitioning $s_{i} N_{c}, s_{i} \in \mathbb{N}^{*}$ for which the same holds. Choosing the least common multiple of all these will lead to a partitioning for which $\phi^{(f)}(x) \leq P_{i}(x) \forall x \in$ $D_{i} \forall i$. Thus:

$$
\begin{equation*}
\phi^{(f)}(x) \leq P(x) \quad \forall x \in\left[x^{L}, x^{U}\right] \tag{19}
\end{equation*}
$$

Equation 19 along with the fact that function $P$ is an underestimator of $f, P(x) \leq f(x) \forall x \in$ [ $x^{L}, x^{U}$ ], allows for the application of Lemma 4 (with $f_{1} \equiv f$ and $f_{2} \equiv P$ ), which leads
to $\phi^{(f)}(x)=\phi^{(P)}(x) \forall x \in\left[x^{L}, x^{U}\right]$. But the convex underestimator $U(x)$ is the convex envelope of underestimator $P(x)$ (by construction), that is $U(x)=\phi^{(P)}(x)$. We finally come to the conclusion that:

$$
\begin{equation*}
U(x)=\phi^{(f)}(x) \quad \forall x \in\left[x^{L}, x^{U}\right] \tag{20}
\end{equation*}
$$

and thus Theorem 1 has been proven.
It has already been mentioned that the underestimator $V(x)$, which is a piecewise linear approximation of underestimator $U(x)$, comes with some expense in tightness. However, as the level of partitioning increases, underestimator $V(x)$ comes closer to underestimator $U(x)$ and their maximum difference can be driven to be arbitrarily small. This is summarized in the following theorem:

Theorem 2 There is some finite partitioning level $N$, for which underestimator $V$ is $\epsilon$-close to underestimator $U$, that is:

$$
\begin{equation*}
\max _{x \in D}\{U(x)-V(x)\}<\epsilon \tag{21}
\end{equation*}
$$

where: $\epsilon>0$ is an arbitrarily small constant.
Proof The convex underestimator $U(x)$ consists of linear parts (identified by the two algorithms) as well as convex parts of some pieces of the piecewise convex underestimator $P(x)$. By construction, underestimator $V(x)$ coincides with $U(x)$ at these linear parts, which are practically extended so as the overall underestimator to be piecewise linear. The underestimator $V(x)$ might also be augmented with tangents of the first and last piece at $x=x^{L}$ and $x=x^{U}$ respectively, as well as with common tangents at the joint of two consecutive pieces, $x=x^{i}$, in the case where function $f(x)$ is convex along $\left[x^{i-1}, x^{i+1}\right]$ and thus coincides with pieces $P_{i}(x)$ and $P_{i+1}(x)$.

For the parts where the $\mathcal{C}^{1}$-continuous $U(x)$ is linear, $U(x)-V(x)=0$ and the theorem holds. We will focus on proving the theorem for the regions where underestimator $U(x)$ is strictly convex.

Note that for every two consecutive lines $T_{k}$ and $T_{k+1}$ of the underestimator $V(x)$, there will exist a common piece $P_{q_{k}}$ to which both are tangential. This derives from the way that $V(x)$ has been constructed. Let $I_{Q}$ be the set of indices of those strictly convex pieces that contribute some part of theirs to the overall convex underestimator $U(x)$, and let $P_{q}(x), q \in I_{Q}$ be such a piece. Let also $T_{1}$ and $T_{2}\left(\operatorname{slope}\left(T_{1}\right)<\operatorname{slope}\left(T_{2}\right)\right)$ be the corresponding lines that are tangential to piece $P_{q}(x)$ at $x=\xi_{1}$ and $x=\xi_{2}$ respectively.

The following hold:

$$
\begin{gather*}
T_{1}(x)=P_{q}\left(\xi_{1}\right)+\left.\frac{d P_{q}}{d x}\right|_{\xi_{1}}\left(x-\xi_{1}\right)  \tag{22}\\
T_{2}(x)=P_{q}\left(\xi_{2}\right)+\left.\frac{d P_{q}}{d x}\right|_{\xi_{2}}\left(x-\xi_{2}\right)  \tag{23}\\
x^{q-1} \leq \xi_{1}<\xi_{2} \leq x^{q}
\end{gather*}
$$

For underestimators $V(x)$ and $U(x)$ we have:

$$
\begin{align*}
& V(x)=\max \left\{T_{1}(x), T_{2}(x)\right\} \quad \forall x \in D_{q}  \tag{24}\\
& U(x)=\left\{\begin{array}{ll}
T_{1}(x), & \text { if } x \in\left[x^{q-1}, \xi_{1}\right) \\
P_{q}(x), & \text { if } x \in\left[\xi_{1}, \xi_{2}\right] \\
T_{2}(x), & \text { if } x \in\left(\xi_{2}, x^{q}\right]
\end{array}= \begin{cases}P_{q}(x), & \text { if } x \in\left[\xi_{1}, \xi_{2}\right] \\
V(x), & \text { otherwise }\end{cases} \right. \tag{25}
\end{align*}
$$

Let $\delta_{q}$ be the maximum difference between $U$ and $V$ along the whole subdomain $D_{q}$, that is:

$$
\begin{equation*}
\delta_{q}=\max _{x \in D_{q}}\{U(x)-V(x)\}=\max _{x \in\left[\xi_{1}, \xi_{2}\right]}\left\{P_{q}(x)-V(x)\right\} \tag{26}
\end{equation*}
$$

Note that Eq. 24 implies that $V(x) \geq T_{1}(x) \forall x \in D_{q}$ (and the same holds for $T_{2}$ as well). Therefore, Eq. 26 yields:

$$
\begin{equation*}
\delta_{q} \leq \max _{x \in\left[\xi_{1}, \xi_{2}\right]}\left\{P_{q}(x)-T_{1}(x)\right\} \tag{27}
\end{equation*}
$$

Also, note that function $P_{q}-T_{1}$ is convex and that $\left.\frac{d\left(P_{q}-T_{1}\right)}{d x}\right|_{\xi_{1}}=0$, therefore:

$$
\begin{equation*}
\max _{x \in\left[\xi_{1}, \xi_{2}\right]}\left\{P_{q}(x)-T_{1}(x)\right\}=P_{q}\left(\xi_{2}\right)-T_{1}\left(\xi_{2}\right) \tag{28}
\end{equation*}
$$

Combining the above result with Eq. 27, we have:

$$
\begin{aligned}
& \delta_{q} \leq P_{q}\left(\xi_{2}\right)-T_{1}\left(\xi_{2}\right) \\
& \stackrel{\text { Eq. } 22}{=} \quad P_{q}\left(\xi_{2}\right)-P_{q}\left(\xi_{1}\right)-\left.\frac{d P_{q}}{d x}\right|_{\xi_{1}}\left(\xi_{2}-\xi_{1}\right) \\
& \stackrel{\xi_{1} \neq \xi_{2}}{=}\left(\xi_{2}-\xi_{1}\right)\left\{\frac{P_{q}\left(\xi_{2}\right)-P_{q}\left(\xi_{1}\right)}{\xi_{2}-\xi_{1}}-\left.\frac{d P_{q}}{d x}\right|_{\xi_{1}}\right\} \\
& \stackrel{\frac{d^{2} P_{q}}{d x^{2}}<0}{<}\left(\xi_{2}-\xi_{1}\right)\left\{\left.\frac{d P_{q}}{d x}\right|_{\xi_{2}}-\left.\frac{d P_{q}}{d x}\right|_{\xi_{1}}\right\} \\
& \stackrel{\left.\xi_{1}, \xi_{2}\right] \subseteq D_{q}}{\leq}\left(x^{q}-x^{q-1}\right)\left\{\left.\frac{d P_{q}}{d x}\right|_{x^{q}}-\left.\frac{d P_{q}}{d x}\right|_{x^{q-1}}\right\} \\
& \stackrel{\text { Eq. } 4}{=}\left(x^{q}-x^{q-1}\right)\left\{f^{\prime}\left(x^{q}\right)-f^{\prime}\left(x^{q-1}\right)+2 \alpha^{q}\left(x^{q}-x^{q-1}\right)\right\} \\
& \stackrel{D_{q} \neq \emptyset}{=} \quad\left(x^{q}-x^{q-1}\right)^{2}\left\{\frac{f^{\prime}\left(x^{q}\right)-f^{\prime}\left(x^{q-1}\right)}{x^{q}-x^{q-1}}+2 \alpha^{q}\right\} \\
& \stackrel{\text { note }^{1}}{\leq}\left(x^{q}-x^{q-1}\right)^{2}\left\{{\overline{f^{\prime \prime}}}^{\left(D_{q}\right)}+2 \alpha^{q}\right\} \\
& \stackrel{\text { Eq. } 4}{=}\left(x^{q}-x^{q-1}\right)^{2}\left\{\overline{f^{\prime \prime}}\left(D_{q}\right)+2 \max \left\{0,-\frac{1}{2} \underline{f^{\prime \prime}}{ }_{\left(D_{q}\right)}\right\}\right\} \\
& \stackrel{D_{q} \subseteq D}{\leq} \quad\left(x^{q}-x^{q-1}\right)^{2}\left\{{\overline{f^{\prime \prime}}}^{(D)}+2 \max \left\{0,-\frac{1}{2} \underline{f^{\prime \prime}}(D)\right\}\right\} \\
& =\left(\frac{x^{U}-x^{L}}{N}\right)^{2} C
\end{aligned}
$$

where: $C$ is constant.
This constant is strictly positive because $\overline{f^{\prime \prime}}{ }^{(D)}$ is strictly positive (otherwise $f(x)$ would be concave and $U(x)$ would be strictly linear, a case that we need not consider in this analysis). Furthermore, it is finite since $f(x)$ has to be $\mathcal{C}^{2}$-continuous defined on a bounded (box)

[^1]domain. Finally, since it is independent of $q$, we have:
\[

$$
\begin{equation*}
\max _{x \in D}\{U(x)-V(x)\}=\max \left\{0, \delta_{q} \quad \forall q \in I_{Q}\right\}<\left(\frac{x^{U}-x^{L}}{N}\right)^{2} C \tag{29}
\end{equation*}
$$

\]

We have established a conservative, yet rigorous, upper bound for the maximum separation distance between underestimators $U(x)$ and $V(x)$. Clearly, we can select a finite level of partitioning $N$ for which the right hand side of Eq. 29 is as small as required (arbitrary $\epsilon>0)$ and thus Theorem 2 has been proven.

## 4 Computational results

The method was implemented in $C$ and applied on a set of 40 test functions that have been presented in the literature (Casado et al. 2003). Table 1 presents the results for various levels of partitioning. The original $\alpha \mathrm{BB}$ method corresponds to no partitioning ( $N=1$ ).

As it has been described in Sect. 3, the underestimator should become tighter with doubling of the number of subdomains used and all the results are indeed consistent with this. Also note that functions $3,17,20$ and 36 are convex in the domain under consideration and therefore underestimator $U(x)$ will be the function $f(x)$ itself for any partitioning level $N$.

To illustrate the tightness of the underestimators across the whole domain under consideration, we present Fig. 5 that depicts the plots for functions 4,19 and 33. The underestimators presented correspond to partitioning into $N=24,36$ and 48 subdomains (increasing tightness).

The "inner" algorithm always involves a pair of pieces and therefore its average run time, $\bar{t}$, would be independent of their total number, $N$. It would depend on function-related factors, such as the performance of the numerical methods employed to solve Eqs. 8-14. The "outer" algorithm, which specifies how many times the "inner" one will have to be executed, mimics the well-known Graham-Scan algorithm. The latter is an $\mathcal{O}(N \log N)$ algorithm that reduces to $\mathcal{O}(N)$ when the entries are presorted, like in our case where the pieces are ordered inherently. Combining the above observations, we expect that the whole method will exhibit linear computational performance, particularly for large $N$, at which point the average run time is converged around a constant value, that is: $\overline{t_{N+1}} \simeq \overline{t_{N}}$. All runs were performed on a 3.20 GHz Intel ${ }^{(R)}$ Pentium ${ }^{(R)} 4$ processor with 1 Gb of RAM. Computations were very fast, in the order of a few hundredths of a second. Runs with partitioning level $N=512$ averaged a CPU time of 0.05 s , while the more tedious runs with $N=1,024$ averaged 0.09 s , an indication that the computational complexity is indeed linear in the level of partitioning. None of the runs of Table 1 exceeded a CPU time of 0.12 s .

## 5 Conclusions

In this paper, we presented a convex underestimation method for functions of a single variable. It utilizes the well known $\alpha \mathrm{BB}$ underestimator (Maranas and Floudas 1994; Androulakis et al. 1995; Adjiman and Floudas 1996), which is applied in a piecewise fashion. The method was tested on a collection of highly nonlinear problems and the computational results demonstrated that it provides very tight underestimators. Theoretical results on the tightness of these underestimators are presented, along with a proof that there is always some
Table 1 Lower bound results and other information for the complete suite of test functions

| \# Function $f(x)$ | $\left[x^{L}, x^{U}\right]$ | LM |  | $\alpha \mathrm{BB}$ | $N=2$ | 4 | 8 | 16 | 32 | 64 | 128 | 256 | 512 | 1024 | GO $f^{*}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $1 e^{-3 x}-\sin ^{3} x$ | [0, 20] | 4 | 1 | -450 | -113 | -28.4 | -6.46 | -1.549 | * | * | * | * | * | * | -1 |
| $2 \quad \sum^{5}-\cos [(k+1) x]+4$ | [0.2, 7.0] | 7 | 1 | -516 | -126 | -32.2 | -6.52 | * | * | * | * | * | * | * | -1 |
| $3 \begin{aligned} & k=1 \\ & \left(x-x^{2}\right)^{2}+(x-1)^{2}\end{aligned}$ | [-10, 10] | 1 | 1 | * | * | * | * | * | * | * | * | * | * | * | 0 |
| $4(3 x-1.4) \sin (18 x)+1.7$ | [0.2, 7.0] | 21 | 1 | -37320 | -9320 | -2345 | -598 | -146 | -43.0 | -18.392 | * | * | * | * | -17.58287 |
| $52 x^{2}-\frac{3}{100} e^{-(200(x-0.0675))^{2}}$ | [-10, 10] | 1 | 1 | $-1 \mathrm{E}+12$ | $-8 \mathrm{E}+10$ | $-8 \mathrm{E}+9$ | $-6 \mathrm{E}+8$ | $-5 \mathrm{E}+7$ | $-3 \mathrm{E}+6$ | $-1 \mathrm{E}+5$ | -4608 | -665 | -29.2 | -0.94 | -0.020903 |
| $6 \cos x-\sin (5 x)+1$ | [0.2, 7.0] | 6 | 1 | -150 | -37.1 | -9.82 | -2.45 | -1.004 | * | * | * | * | * | * | -0.952897 |
| $7-x-\sin (3 x)+1.6$ | [0.2, 7.0] | 4 | 1 | -53.2 | -16.7 | -8.21 | -6.430 | * | * | * | * | * | * | * | -6.262872 |
| $8 x+\sin (5 x)$ | [0.2, 7.0] | 7 | 1 | -142 | -34.6 | -8.97 | -1.88 | -0.0861 | * | * | * | * | * | * | 0.077590 |
| $9-e^{-x} \sin (2 \pi x)+1$ | [0.2, 7.0] | 7 | 1 | -241 | -59.3 | -14.2 | -2.48 | -0.25 | * | * | * | * | * | * | 0.211315 |
| $10 e^{-x} \sin (2 \pi x)$ | [0.2, 7.0] | 7 | 1 | -242 | -60.5 | -15.1 | -4.19 | -0.73 | * | * | * | * | * | * | -0.478362 |
| $11-x+\sin (3 x)+1$ | [0.2, 7.0] | 5 | 1 | -55.7 | -18.1 | -8.91 | * | * | * | * | * | * | * | * | -5.815675 |
| $\begin{gathered} 12 x \sin x+\sin \left(\frac{10 x}{3}\right)+\ln x \\ -0.84 x+1.3 \end{gathered}$ | [0.2, 7.0] | 4 | 1 | -263 | -58.2 | -13.0 | -7.398 | * | * | * | * | * | * | * | -7.047444 |
| $13 \sin x+\sin \left(\frac{10 x}{3}\right)+\ln x-0.84 x$ | [2.7, 7.5] | 3 | 1 | -39.7 | -11.5 | -6.05 | -4.632 | * | * | * | * | * | * | * | -4.601308 |
| $14 \ln (3 x) \ln (2 x)-0.1$ | [0.2, 7.0] | 1 | 1 | -528 | -82.8 | -9.02 | * | * | * | * | * | * | * | * | -0.141100 |
| $15 \sum_{k=0}^{5} k \cos [(k+1) x+k]+12$ | [0.2, 7.0] | 8 | 1 | -2013 | -496 | -123 | -25.7 | $-2.86$ | * | * | * | * | * | * | -0.870885 |
| $16-\sum_{k=1}^{5} k \sin [(k+1) x+k]+3$ | [0.2, 7.0] | 7 | 1 | -2023 | -501 | -132 | -35.1 | -11.19 | * | * | * | * | * | * | -9.031249 |
| $17 \sin ^{2}\left(1+\frac{x-1}{4}\right)+\left(\frac{x-1}{4}\right)^{2}$ | [-10, 10] | 1 | 1 | * | * | * | * | * | * | * | * | * | * | * | 0.475689 |
| $18 \sqrt{x} \sin ^{2} x$ | [0.2, 7.0] | 3 | 2 | -75.5 | -15.6 | -1.93 | -0.122 | * | * | * | * | * | * | * | 0 |
| $19 x^{2}-\cos (18 x)$ | [-5, 5] | 29 | 1 | -4026 | -1001 | -249 | -63.0 | -16.5 | -3.84 | -1.459 | * | * | * | * | -1 |
| $20 e^{x^{2}}$ | [-10, 10] | 1 | 1 | * | * | * | * | * | * | * | * | * | * | * | 1 |

Table 1 continued

| \# Function $f(x)$ | $\left[x^{L}, x^{U}\right]$ | LM |  | $\alpha \mathrm{BB}$ | $N=2$ | 4 | 8 | 16 | 32 | 64 | 128 | 256 | 512 | 1024 | GO $f^{*}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $21 \frac{x^{2}}{20}-\cos x+2$ | [-20, 20] | 7 | 1 | -199 | -42.7 | -9.60 | $-0.59$ | 0.733 | * | * | * | * | * | * | 1 |
| $22 \cos x+2 \cos (2 x) e^{-x}$ | [0.2, 7.0] | 2 | 1 | -72.9 | -18.6 | -3.41 | * | * | * | * | * | * | * | * | -0.918397 |
| $23(x+\sin x) e^{-x^{2}}$ | $[-10,10]$ | 1 | 1 | $-2 \mathrm{E}+5$ | -55163 | -1900 | -70.4 | -3.50 | -1.022 | $-0.8255$ | * | * | * | * | -0.824239 |
| $242 \sin x e^{-x}$ | [0.2, 7.0] | 2 | 1 | -19.0 | -4.38 | $-0.57$ | * | * | * | * | * | * | * | * | -0.027864 |
| $252 \cos x+\cos (2 x)+5$ | [0.2, 7.0] | 3 | 2 | -30.9 | $-5.07$ | 2.28 | 3.335 | * | * | * | * | * | * | * | 3.5 |
| $26 e^{\sin (3 x)}$ | [0.2, 7.0] | 5 | 3 | -141 | -34.8 | -8.22 | $-1.03$ | * | * | * | * | * | * | * | 0.367879 |
| $27 \sin x \cos x-1.5 \sin ^{2} x+1.2$ | [0.2, 7.0] | 3 | 2 | -39.2 | -9.87 | -2.08 | $-0.4528$ | * | * | * | * | * | * | * | -0.451388 |
| $28 \sin x$ | [0, 20] | 4 | 3 | $-50.8$ | $-13.5$ | -3.84 | -1.301 | * | * | * | * | * | * | * | -1 |
| $292(x-3)^{2}-e^{\frac{x}{2}}+5$ | [0.2, 7.0] | 1 | 1 | -25.1 | -5.21 | * | * | * | * | * | * | * | * | * | -0.410315 |
| $30-e^{\sin (3 x)}+2$ | [0.2, 7.0] | 4 | 4 | -281 | -69.6 | -18.1 | $-3.55$ | -0.767 | * | * | * | * | * | * | -0.718282 |
| $31-\sum_{i=1}^{10} \frac{1}{\left[k_{i}\left(x-a_{i}\right)\right]^{2}+c_{i}}$ | [0, 10] | 8 | 1 | $-5 \mathrm{E}+8$ | $-2 \mathrm{E}+7$ | $-6 \mathrm{E}+5$ | -37943 | -3838 | -211 | -25.4 | -14.689 | * | * | * | -14.59265 |
| $32 \sin \left(\frac{1}{x}\right)$ | [0.02, 1] | 6 | 6 | -30312 | -7579 | -1894 | -474 | -118 | -28.0 | $-5.83$ | $-1.220$ | $-1.119$ | -1.094 | -1.024 | -1 |
| $33-\sum_{k=1}^{5} k \sin [(k+1) x+k]$ | [ $-10,10$ ] | 20 | 3 | -17496 | -4374 | -1096 | -276 | -79.5 | -22.0 | * | * | * | * | * | -12.03125 |
| $34 \frac{x^{2}-5 x+6}{x^{2}+1}-0.5$ | [0.2, 7.0] | 1 | 1 | -24139 | -406 | -1.34 | * | * | * | * | * | * | * | * | -0.535534 |
| $35-\sum_{i=1}^{10} \frac{1}{\left[k_{i}\left(x-a_{i}\right)\right]^{2}+c_{i}}$ | [0, 10] | 7 | 1 | $-8 \mathrm{E}+8$ | $-5 \mathrm{E}+7$ | $-2 \mathrm{E}+6$ | -72451 | -3154 | -439 | -39.2 | -15.41 | -13.993 | -13.923 | * | -13.92245 |
| $36 \frac{(x+1)^{3}}{x^{2}}-1.7$ | [0.2, 7.0] | 1 | 1 | * | * | * | * | * | * | * | * | * | * | * | $-0.35$ |
| $37 x^{4}-12 x^{3}+47 x^{2}-60 x-20 e^{-x}$ | [-1, 7] | 1 | 1 | -3716 | -606 | -79.9 | * | * | * | * | * | * | * | * | -32.78126 |
| $38 x^{6}-15 x^{4}+27 x^{2}+250$ | $[-4,4]$ | 2 | 2 | -1478 | -342 | -86.0 | 2.60 | * | * | * | * | * | * | * | 7 |
| $39 x^{4}-10 x^{3}+35 x^{2}-50 x+24$ | [-10, 20] | 2 | 2 | -560 | $-112$ | -36.1 | $-9.41$ | -2.25 | -1.268 | * | * | * | * | * | -1 |
| $4024 x^{4}-142 x^{3}+303 x^{2}-276 x+3$ | [0, 3] | 2 | 1 | -114 | -95.2 | -90.6 | * | * | * | * | * | * | * | * | -89 |

[^2]

Fig. 5 Functions 4, 19 and 33 with underestimators $V(x)$ for three different partitioning levels ( $N=24,36$ and 48)
finite level of partitioning for which the method yields the theoretical (yet a priori unknown) convex envelope of the function across the domain of interest.

This observation is very important, since it leads to the conclusion that application of the method with a sufficiently large level of partitioning will close the gap at the root node of the branch and bound tree, thus eliminating the need for any branching at all.

Although the method can be directly applied to univariate functions, efforts were made to extend it into multivariate ones, thus taking advantage of its high quality results. In a subsequent paper (Gounaris and Floudas 2008), we will present how one can utilize the proposed univariate method to construct convex underestimators of functions with a higher number of variables.
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[^1]:    ${ }^{1}$ In any given domain $D=[\alpha, \beta] \neq \emptyset$, the average slope of a function $\psi(x)$, that is $\frac{\psi(\beta)-\psi(\alpha)}{\beta-\alpha}$, is less or equal than the maximum slope, denoted as $\overline{\psi^{\prime}}{ }^{(D)}$. Here: $\psi \equiv f^{\prime}$.

[^2]:    An asterisk denotes that the bound is equal to the known global optimum, $f^{*}$, within six decimal digits of accuracy

